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ABSTRACT
View materialization, index selection, and plan caching are well-
known techniques to speed up query processing in database systems.
In all these tasks it is necessary to select and save a subset of the
most useful candidates (views/indexes/plans) for re-use within
a given space/time budget. In this paper, we propose a unified
view on these selection problems, identify the root causes of their
complexity, and provide a detailed analysis of techniques to cope
with them. Our study gives a modern classification of selection
algorithms known in the literature, including the latest ones based
on Machine Learning. We provide a ground for re-use of the
selection techniques between different optimization scenarios and
highlight challenges and promising directions in the field.

1 INTRODUCTION
With the growing data storage and analysis demands, Data Ware-
houses (DWH) became increasinglywidespread providing an unified
access to data coming from a large number of heterogeneous sources.
To mitigate the costs of configuring, maintatining, and scaling DB
systems, platforms based on Database-as-a-Service (DBaaS) are now
being widely implemented. Due to a typically large number of
similar requests to service-based DB systems it proves useful to op-
timize incoming queries in series and reuse common computations
between them. Multi-Query Optimization (MQO) aims at finding
and reusing common computations for a more efficient workload
execution. Savings achieved by re-use are typically called benefit. In
general, the task is to find candidate computations for re-use which
provide the highest benefit, while respecting the constraints on the
available resources (e.g., disk space or computing time). This task
can be divided into three orthogonal subproblems: 1) discovering
common computations between queries, 2) selecting the most useful
ones, and 3) making an optimal plan for their re-use. In this paper,
we focus only on the second problem, i.e., the problem of selection.

One obtains different instances of this problem depending on
the type of common candidate computations considered and the
range of possible actions over the selected candidates. For example,
in DWH scenarios, free disk space can be used to save (materialize)
common data (views) [59]. The precomputed data can then be read
from the disk instead of computing from scratch, which can speed
up query execution by several orders of magnitude. The selection
problem in this scenario is typically called View Selection Problem
(VSP), which is to identify a set of views that gives the highest
benefit for a workload and fits the storage and maintenance budgets.
Execution of a workload can also be accelerated by creating indexes
that make access to data faster. In general, the Index Selection
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Problem (ISP) is similar to VSP because index can be considered as
a special case of a single-table, projection-only materialized view
[1]. MQO is also employed in the context of stored procedures
and analytical reports. Due to the relatively small data and high
processing time for reports, the latency of report generation can
be reduced by storing candidate computations for re-use in the
memory. In the literature, the selection problem for this scenario is
referred to as Query (Result) Caching and it is very similar to VSP.
Another way to speed up queries is to reduce planning time. This
can be achieved by caching good plans and by reusing them for
similar queries. The problem of selecting the most useful plans in
such scenarios is known as Plan Caching.

As we will show, instances of the selection problem have certain
specifics in different scenarios. In this paper we note however that
selection algorithms are agnostic to the nature of candidates
they manipulate with1, and thus, they can be reused between
optimization scenarios under similar constraints. Motivated
by this observation, we formulate a generalized Candidate Selection
Problem that abstracts away from the nature of candidates: they
can be views, indexes, cached data, or even plans.

Our contribution can be summarized as follows:

(1) we make a detailed analysis of the root causes of the
complexity of selection problems and summarize techniques
to cope with them

(2) based on the View Selection Problem, we introduce a
modern classification of selection algorithms, including the
recent ones based on Machine Learning

(3) we propose a general framework of Candidate Selection
which allows for reusing ideas and techniques between dif-
ferent instances of selection problems including View/Index
Selection and Query/Plan Caching

(4) we highlight challenges, open questions, and promising
directions in the development of selection algorithms for
Multi-Query Optimization

The paper is organized as follows. In Section 2, we review related
literature including surveys on similar topics and highlight the
main differences with our work. In Section 3, we begin our study
with examples of the main issues related to Selection and formulate
the general Candidate Selection Problem. Techniques to resolve
these issues are introduced in Section 4. We continue our analysis in
Section 5 with a classification of selection algorithms, emphasizing
the main techniques that can be (re)used to solve the Candidate
Selection Problem (and thus, instances thereof). Finally, in Section
6 we describe open questions, challenges, and promising directions
for future research and in Section 7 we conclude.

1only the way objects are represented and benefits are computed is important
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2 RELATEDWORK
Most related to our work is the survey paper [40] from 2012 which
provides a classification of algorithms for View Selection. Recently
some novel algorithms have been proposed, which present a new
line of research related to Machine Learning. We review these
algorithms in detail in our paper. Also, unlike [40], we make a
detailed analysis of issues behind the proposed algorithms and
explain the reasons for the design decisions made for them. We
believe that this study could facilitate the development of better
solutions. We also propose a general framework based on the
Candidate Selection Problem, via which the previously proposed
algorithms can be used interchangeably in different selection
scenarios.

We now list the topics that are intentionally not covered in this
paper. One of the very first surveys on View Selection was focused
on the problem of choosing a view definition language and self-
maintaining a set of views [18]. This topic, as well as the problem of
finding an optimal way to use materialized views (Query Answering
Using Views [24]), is relevant for building efficient solutions, but it
is not focused on the selection itself and thus, not addressed in our
paper. Our exposition does not cover techniques from Data Mining
[52], Constraint Programming [41], and Game Theory [2], which
did not attract much interest in the context of selection problems.
Also, we do not consider strategies and techniques for updating
selected candidates, as well as the relationship of the selection
problem to the topics such as stream data processing, approximate
query processing, etc. We recommend [8] as a starting point for
exploring these fields. For an introduction to the Index Selection
Problem, we recommend [4]. We also do not touch questions
of coupling computation caching with other techniques such as
query execution scheduling and pipelining, which are studied in
paper [14]. We also mention that details on the problem of Plan
Caching for a template of parameterized queries can be found in
[16, 27, 28, 54] In the literature, these topics are referred to as
Parametric Query Optimization.

3 PRELIMINARIES
We begin our exposition with an analysis of the principal issues
related to selection problems. We introduce the necessary termi-
nology and then formulate the Candidate Selection Problem as a
unified view on the selection tasks. Then we summarize results
related to the computational complexity of this problem.

3.1 Representation of Candidates
Let𝑄 be a workload (a set of queries). Assume that besides the base
relations in the database we have some precomputed information
(e.g., views, indexes, or cached query plans) denoted as 𝐶 , which
we can use for processing these queries. An execution plan for an
individual query 𝑞 ∈ 𝑄 generally depends on 𝐶; we denote it as
P𝐶 ({𝑞}). The union of plans for all 𝑞 ∈ 𝑄 is called execution plan
for workload 𝑄 and it is denoted as P𝐶 (𝑄).

The Multi-Query Optimization Problem (MQO) is to compute a
set 𝐶 such that P𝐶 (𝑄) is optimal for executing 𝑄 . This problem is
fundamentally more complex than individual query optimization,

2it is assumed that the read time of the data is the same as its size, and the data is
permanently saved to disk between executions of the operations

Figure 1: On the left: representation of the workload in the
form of Expression Trees. On the right: the result of merging
them into a Expression Forest F . Eq-nodes (𝑐𝑖 ) are given in
rectangles, op-nodes (𝛾𝑖 ) are given in circles. Data size and the
latency of operations are given in small boxes inside these
figures2. Triangle-shaped nodes are used to depict which
data every query 𝑞𝑖 needs.

because it introduces the option of reusing items from 𝐶 between
queries, as shown below on the example of VSP:

Example 3.1. (Ex. 1.1 from [49]) Let workload𝑄 consist of queries
𝑞1 = 𝑇1 ⊲⊳ 𝑇2 ⊲⊳ 𝑇3, 𝑞2 = 𝑇2 ⊲⊳ 𝑇3 ⊲⊳ 𝑇4 and let P({𝑞1}) = (𝑇1 ⊲⊳

𝑇2) ⊲⊳ 𝑇3 and P({𝑞2}) = (𝑇2 ⊲⊳ 𝑇3) ⊲⊳ 𝑇4 be their individually
optimal plans, respectively. Although these plans are optimal for
each query separately, it can be the case that by reusing 𝐶 = {𝑇2 ⊲⊳
𝑇3} one obtains an optimal plan for the entire 𝑄 . That is, using the
join sequences 𝑇1 ⊲⊳ (𝑇2 ⊲⊳ 𝑇3) and (𝑇2 ⊲⊳ 𝑇3) ⊲⊳ 𝑇4 gives a total
latency for both 𝑞1 and 𝑞2 lower than the sum of the latencies
obtained by using P({𝑞1}) and P({𝑞2}).

In MQO, each query is typically represented in the form of
an expression tree which is built according to its execution plan.
An expression tree is a directed bipartite acyclic graph, which
represents required data, operations over it, and the result.

Definition 3.2. An expression tree is a pair ⟨𝑉𝑜𝑝 ⊔𝑉𝑒𝑞, 𝐸⟩, where
𝑉𝑜𝑝 is a set of operation nodes (op-nodes, for short), 𝑉𝑒𝑞 is a set
of data nodes (known in the literature as equivalence nodes or eq-
nodes, for short3), and 𝐸 is a set of directed edges, which can be of
two types. The first edge type (𝑣𝑒𝑞 → 𝑣𝑜𝑝 ) indicates that operation
𝑣𝑜𝑝 is applied to data 𝑣𝑒𝑞 . The second type of edge (𝑣𝑜𝑝 → 𝑣𝑒𝑞)
indicates that 𝑣𝑜𝑝 must be performed to retrieve data 𝑣𝑒𝑞 .

Then expression trees obtained for individual queries are joined
into an expression forest by merging common nodes.

Example 3.3. Letworkload𝑄 consist of the following four queries,
the optimal plans P({𝑞1}), . . . ,P({𝑞4}) for which are shown on
the left in Fig. 1.
q1 : SELECT week , AVG( p r i c e ) as avg_price

FROM T1 GROUP BY week ;
q2 : SELECT week , AVG( p r i c e ) as avg_price

FROM T2 GROUP BY week ;

3due to the fact that for each date node there can exist several computation paths,
which give equivalent results
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q3 : SELECT week , day , AVG( p r i c e ) as avg_price
FROM T2 GROUP BY week , day ;

q4 : SELECT week , AVG( avg_price ) as macro_avg_price
FROM (

SELECT week , day , AVG( p r i c e ) as avg_price
FROM T2 GROUP BY week , day

) as weekly_price
GROUP BY week ;

In the resulting expression forest, plans P({𝑞2}),P({𝑞3}) and
P({𝑞4}) are merged due to the common read of table𝑇2. Also, since
the aggregation by ⟨𝑤𝑒𝑒𝑘, 𝑑𝑎𝑦⟩ in queries 𝑞3 and 𝑞4 is the same,
the data of 𝑐3 and 𝑐′3 is the same and these nodes are merged too.

Candidates for re-use are searched among eq-nodes of the
resulting expression forest. As each eq-node corresponds to the
result of the execution of some subexpression, the search space in
this approach is also called subexpression space.

This simple approach has a significant drawback. Since an
expression forest is built over optimal plans for individual queries,
some candidates for building a plan optimal for the entire workload
can be missed (as already shown in Example 3.1). In order to obtain
an optimal solution, one needs to represent a query as an expression
tree in away that takes into account alternative computation paths. To
achieve this, one can use graphs of a special type, which we consider
further in Section 4.1. However, having all possible expression trees
available may not suffice in general. As shown by Example 1 in
[7], the most optimal solution may contain a candidate which is
not a subexpression of any of the queries in a workload even if we
consider all alternatives. These observations indicate that choosing
an appropriate representation of candidates is an essential step
in solving the selection problem.

3.2 Benefit of Candidates
Typically, the total benefit 𝔅(𝐶) of a subset 𝐶 of candidates for a
workload 𝑄 is defined as 𝑇∅ (𝑄) −𝑇𝐶 (𝑄) where, for a set 𝑆 , 𝑇𝑆 (𝑄)
means the execution time of 𝑄 with plan P𝑆 (𝑄). It is natural to
define benefit B𝑐 of a candidate as the savings of the execution
time obtained by reusing 𝑐 in the optimal plan P𝐶 (𝑄). Note that
benefit B𝑐 depends on the other elements in 𝐶 , because an optimal
plan depends on the whole set of candidates available for reuse:

Example 3.4. Consider the workload from Example 3.3 depicted
in Figure 1. Suppose that the data retrieval process consists of a)
reading all operands relevant to the corresponding operation and
b) executing it. Then in a plan P{𝑐3 } (𝑄) we use 𝑐3 to answer both
queries𝑞3,𝑞4 and thus, the benefitB𝑐3 ({𝑐3}) equals 2· [(10+Y)−8] =
2 · (2 + Y). Indeed, instead of reading table 𝑇2 and executing 𝛾3 in
10 + Y time, we just read 𝑐3 twice, each time spending 8 units of
time. However, in plan P{𝑐3,𝑐4 } (𝑄) the benefit B𝑐3 ({𝑐3, 𝑐4}) equals
2 + Y, as we use 𝑐3 only to execute 𝑞3. This demonstrates that the
benefit of 𝑐3 is decreased when 𝑐4 is selected.

Another problem is that estimates for operation latency and data
size for nodes in an expression forest can be inaccurate, since they
are typically obtained from a database optimizer. Moreover the
estimation errors are multiplied if the same operation is used on
several computation paths simultaneously. Since it is problematic
to obtain an optimal solution with wrong estimates, the problem

Figure 2: A workload with the selected candidates shown in
black rectangles. When 𝑇1 is updated, the candidates must
also be updated. Update operations with their execution
times are shown in green.

of accurate benefit estimation becomes crucial. We consider
different ways to approach this problem in Section 4.2.

3.3 Constraints
It can be shown that the total benefit does not decrease with the
expansion of the set 𝐶 of candidates, so one potentially obtains
the highest benefit when all computations are selected for reuse.
Obviously, this is impractical, since selecting a candidate 𝑐 incurs
some non-zero expense 𝑒𝑐 which is related, e.g., to the disk space
used for storing 𝑐 . Similar to benefit, the expense of selecting a
candidate depends on other elements in 𝐶 . For example, in VSP, it
is necessary to keep the data in materialized views up-to-date, so
𝑒𝑐 represents the time required to update a view 𝑐 [21]. Given that
other views may be used for the update, the expense 𝑒𝑐 depends on
other candidates in 𝐶:

Example 3.5. Consider the workload from Figure 2. If 𝑐2 is
selected, the time of updating 𝑐3 will be shorter, since we can re-use
the updated 𝑐2:

8 + Y2︸︷︷︸
update 𝑐3 over 𝑐2

vs 10 + Y1︸ ︷︷ ︸
calculate 𝑐2

+ 1︸︷︷︸
update 𝑐2

+ 8 + Y2 .︸︷︷︸
update 𝑐3 over 𝑐2

The non-linear behavior of expense occurs also in Plan Caching,
in which the problem is to optimally reuse computed plan trees
(not the data itself ). Frequently occurring subtrees can be stored
separately and re-used when necessary (see Example 3.6). Then the
expense of storing a plan depends on whether any of its subplans is
already in the cache. As shown in [11], Plan Caching can improve
performance, and the marked behavior of 𝑒𝑐 can help enhance it:

Example 3.6. Let the optimal plans of some queries 𝑞𝑖 , 𝑞 𝑗 from a
workload 𝑄 have a common subtree 𝑆𝑇 (see Figure 3). Instead of
saving 𝑆𝑇 for each of the plans P({𝑞}) we can save it once, and
refer to it in all its supertrees. Then the saved cache space can be
used to speed up 𝑄 by caching additional plans.

In general, one has to deal with with the constraint
∑
𝑐∈𝐶 𝑒𝑐 ≤ 𝐸,

where 𝐸 is an expense budget, which represents, e.g, the available
4the set of edges depicted with an arc is the and-arc (see Section 4.1 for more details)
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parameter
problem View Selection Index Selection Query Caching Plan Caching

candidate space C eq-nodes eq-nodes eq-nodes subtrees
expense 𝑒𝑐 (𝐶) non-constanta non-constanta constant non-constantb
benefit B𝑐 (𝐶) non-constant, computed as the speed-up under reuse of 𝑐 in plan P𝐶 (𝑄)

a under maintenance constraint
b when compressed tree storage is used

Table 1: Instances of the Candidate Selection Problem

Figure 3: On the left are the optimal execution plans for
some queries 𝑞𝑖 , with a common subtree ST 4. On the right is
a plan caching schema, in which the plan for ST is stored in
memory only once.

storage space or time for update. As we will show further in the
paper, the problem of the non-linearity of expense fundamentally
complicates the selection problem.

3.4 Candidate Selection Problem
The examples above demonstrate that in all the types of selection
problems considered the nature of candidates is not important:
it is only relevant how the benefits and expenses are computed.
Therefore, we now introduce a generalized Candidate Selection
Problem (CSP 5) which highlights the main aspects of the selection
tasks.

Let C be a set of candidates and let B𝑐 (·) and 𝑒𝑐 (·) be functions
which for every candidate 𝑐 ∈ C give its benefit and expense,
respectively. The Candidate Selection Problem is to select a subset
of candidates 𝐶 ⊆ C which gives the maximal total benefit 𝔅(𝐶)
under a given expense budget 𝐸:

𝔅(𝐶) :=
∑︁
𝑐∈𝐶

B𝑐 (𝐶) → max
{𝐶⊆C |∑𝑐∈𝐶 𝑒𝑐 (𝐶 )≤𝐸} (1)

CSP represents all selection problems in Multi-Query Op-
timization (see Table 1). It is worth noting that, unlike benefit
(which is non-linear in all the selection problems considered), the
behavior of 𝑒𝑐 (·) function depends on the type of the problem.

Definition 3.7. CSP is monotone for benefit if for any candidate
set𝐶 = 𝐶1 ⊔𝐶2 it holds that𝔅(𝐶1 ⊔𝐶2) ≤ 𝔅(𝐶1) +𝔅(𝐶2) and it is
5not to confuse with the Constraint Satisfaction Problem

monotone for benefit per unit space if 𝜌 (𝐶1 ⊔𝐶2) ≤ 𝜌 (𝐶1) + 𝜌 (𝐶2),
where 𝜌 (𝐶) = 𝔅(𝐶 )

E (𝐶 ) аnd E(𝐶) = ∑
𝑐∈𝐶 𝑒𝑐 (𝐶).

We will show later how the monotonicity property relates to the
complexity of the selection problem.

3.5 Computational Complexity
In this section, we demonstrate the hardness of the Candidate
Selection Problem by giving an overview of the complexity results
on the View Selection Problem (which is clearly, an instance of
CSP).

It is known that under the space constraint VSP is NP-hard. It has
been also proved that a greedy algorithm can give a solution that is
at least 63% of the optimal one (47%, respectively, for the case when
views are selected together with indexes), and this lower bound can
not be improved in polynomial time [20]. Under the maintenance
constraint (a limited budget for keeping views up-to-date) there
is no similar result: solutions obtained greedily can be arbitrarily
bad [21]. The reason is the lack of the monotonicity of the benefit
per unit space due to the non-linear behavior of 𝑒𝑐 . The drop in
accuracy from 63% to 47% in the case of selecting views together
with indexes is also due to the lack of monotonicity, but the reason
is the non-linear behavior of the benefit itself. Indeed, we can only
benefit from the index if the corresponding view is selected.

In minimizing the total execution time, VSP is known to be
polynomially non-approximable [33]. This does not contradict the
result with the 63% accuracy of a greedy algorithm, because by
using the benefit we implicitly transition to a closely related (i.e.,
their optimal solutions coincide) but still a different optimization
problem. The original optimization objective is the total time𝑇𝐶 (𝑄),
but when using benefits we are maximizing𝔅(𝐶) = 𝑇∅ (𝑄) −𝑇𝐶 (𝑄).
Let𝐶 and𝐶∗ denote the obtained and the optimal sets of candidates,
respectively. Then clearly, from the relationship 𝔅(𝐶) ≥ 𝑘 ·𝔅(𝐶∗)
it is impossible to derive the total time in terms of 𝑘 . The reason is
that the ratio of 𝑇∅ (𝑄) to 𝑇𝐶∗ (𝑄) is unknown:( 𝔅(𝐶)
𝔅(𝐶∗) =

𝑇∅ (𝑄) −𝑇
𝐶
(𝑄)

𝑇∅ (𝑄) −𝑇𝐶∗ (𝑄)

)
= 𝑘 ⇔

𝑇
𝐶 (𝑄 )

𝑇𝐶∗ (𝑄) = 𝑘+(1−𝑘) · 𝑻∅(𝑸)
𝑻𝑪∗ (𝑸)

For the case when query plans contain non-unary operators
(e.g., joins), approximability is still an open question for VSP even
in the benefit setting under the space constraint (as well as the
general question of the computational complexity) [22]. Besides, if
we consider only plan nodes as candidates (no matter how they are
represented), we may miss the optimal solution. Chirkova et al. [7]
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Figure 4: a) AND-OR-DAG representing two alternative ways
of executing query𝑇1 ⊲⊳ 𝑇2 ⊲⊳ 𝑇3 and a single way of executing
𝑇2 ⊲⊳ 𝑇3 ⊲⊳ 𝑇4. The option of reusing 𝑇2 ⊲⊳ 𝑇3 is shown. b) Index
utilization plan in which the the need for both, an index and
a materialized view is indicated by an and-arc.

showed that, in general, the space of candidates that needs to be
considered to find an optimal solution is infinite.

To overcome the algorithmic complexity of the selection
problem, a plethora of approaches has been proposed including
heuristic-based, randomized algorithms, or custom ones which
provide solutions close to the optimum only for a fixed pool of
queries and specific underlying data. The latter class of algorithms
is based on the recent Machine Learning approaches. There is also
a number of optimizations to reduce the search space and employ
the tree structure when computing benefits and expenses. We will
discuss these techniques in more detail in the next two sections.

4 PREPARATION FOR SELECTION
We now highlight several important techniques that are used prior
to the selection stage to make the overall procedure more efficient.

4.1 Query Representation
Subexpression Space.Although an optimal solution can be missed
when only subexpressions of queries are used for building a space
of candidates, this approach still has several important advantages.
First, it makes the process of building the candidate space relatively
simple: candidates are searched only among the nodes of the plan
obtained from the optimizer and alternative computation paths
are avoided, which greatly reduces the search space. Second, since
all candidates are subexpressions, their execution statistics can be
used to approximate benefits. Alternatively, special techniques are
sometimes used to modify subexpressions and build new candidates
given the specific workload and the nature of the MQO problem,
which makes the search space richer. We discuss this in more detail
at the end of this subsection.
Representation Frameworks. Even when the candidate space
is given by subexpressions there is still a freedom in choosing a
representation for expression trees. For example, in order to account
for the existence of alternative execution paths, an expression tree
can be represented as a OR-DAG. This is equivalent to allowing
eq-nodes to have multiple children, which correspond to different

computation paths. To represent non-unary operations (e.g., joins),
the AND-DAG representation framework can be used, which intro-
duces and-arcs as several directed edges connected by an arc. This
representation takes into account the need to compute all operands
to execute an operation. Definitions of these classes of DAGs can be
found in [22]. This work also introduces a notion of AND-OR-DAG,
which combines the features of the two previous frameworks.

Example 4.1. As one can see in Example 3.1, the option of using
𝑇2 ⊲⊳ 𝑇3 for both queries must be available. This can be implemented
by representing multiple computation paths for node 𝑇1 ⊲⊳ 𝑇2 ⊲⊳ 𝑇3
with an or-arc (see Figure 4a). The arcs under joins are and-arcs,
which indicate the need compute all operands for a join operation.
Part b) of the figure shows that and-arc can represent a plan which
uses an index: to use the index (op-node IndexScan) we need both,
the data (eq-node 𝑇1 ⊲⊳ 𝑇2) and the index itself (eq-node 𝐼𝑇1⊲⊳𝑇2 ).

In OLAP scenarios, queries often refer to table aggregations
and are uniquely defined by a set of columns in a GROUP BY
clause. Hence, it is possible to represent these queries as vertices
of the hypercube given by the set of table attributes. The ’can-
be-computed-by’ relation over queries then coincides with the
inclusion relation over the sets in the hypercube, so this represen-
tation is called Hypercube Lattice (or Data Cube). If a workload 𝑄 is
represented in the the form of a Data Cube, there is no need to build
an expression forest, since all query relationships are already given by
the cube. However the Data Cube introduces a space of 2𝑛 vertices
(where 𝑛 is the number of table attributes) in which all possible
aggregate queries to the table are represented. If aggregation is
ranked according to some granularity (e.g., by day, week, or year),
one also has to consider the granularity hierarchy. For example,
the Product Graph (direct product in [25]) framework provides this
feature.

Choosing a representation framework is an important step,
because the complexity of selection strongly depends on the way
query plans are represented (see Section 3.5).
Computation Sharing. As we have already noted, the set of nodes
of an expression forest may not contain an optimal candidate. To
deal with this problem, one can use additional techniques to enrich
the search space. For example, one can employ the technique of
additional computations:

Example 4.2. Consider a workload of two queries 𝜎𝐴 (𝑇1) and
𝜎𝐵 (𝑇1) given in Figure 5. Suppose, we have a space budget, 𝐸 = 9,
which is insufficient to store the answers to both queries (𝐸 = 9 <

6 + 6 = 𝑒𝑐1 + 𝑒𝑐2 ). Then we can generate and store an additional
computation 𝑐3 = 𝜎𝐴∨𝐵 (𝑇1) that can be shared between the two
queries. This gives the maximal possible benefit

B(𝑐3) ≈ 2 · ( 10︸︷︷︸
read𝑇1

− 7︸︷︷︸
read 𝑐3

) = 6

(compared to the cases when 𝑐1 or 𝑐2 are stored), but implies
the need of extra operation, (termed as compensations in [9]) for
fetching the required data. For example, to answer query 𝑞1, we
must apply extra selection 𝜎𝐴 to candidate 𝑐3, which, in turn, was
also obtained using selection 𝜎𝐴∨𝐵 .

Also various ’rewriting’ strategies based on relational properties
[61] and identities [48, 49] can be used. By choosing rewrite rules
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Figure 5: Illustration of the technique of introducing addi-
tional computations (which are shown in orange).

and the order of their application to the nodes of individual query
plans one can influence the number of common nodes among plans,
as well as their sizes. This may have a positive impact on the quality
of the resulting solution. We provide more details on this technique
in Section 5.2.3 where we describe the corresponding algorithms.

4.2 Benefit Estimation
Lightest Path andCostModels. In the expression tree framework,
it is easy to see that query latency is determined by the weight
of the lightest computation path from the eq-node corresponding
to the query to the leaves6 of the tree. To compute the weight
of a computation path we need to take card of arc types: 1) if an
or-arc encountered, we can continue the computation path through
any of the children, 2) for a and-arc, we have to compute all the
children. A useful property of tree-calculated benefits is that the
time of executing a node 𝑐 is affected only by the selection of its
descendants. But interestingly, the benefit of a candidate 𝑐 depends
on its parents too, since their selection may change the lightest
computation path preventing 𝑐 from being used (see Example 3.4).
In Section 5.2, we discuss how to employ this observation.

To compute the weight of a computation path, one also needs to
know the estimates for operation latencies and data sizes, which
can be obtained from the optimizer. To combat the inaccuracy of
these estimates, predictive models have been proposed, which, use,
e.g., run-time statistics on the execution of queries for making
predictions about the future [31].
End2End Modeling. Instead of representing queries as trees
and searching for the lightest computation paths one can use
the optimizer in what-if mode [68]. The idea is to simulate the
situation when a candidate computation of interest is reused. Then
the candidate benefit is the difference between the optimizer’s
predicted values with and without the candidate. Since the benefit
behaves non-linearlywe have to compute it by a call to the optimizer
each time the set of candidates 𝐶 changes, which is inefficient.
Instead, one can train a ML model to answer questions like “what
is the benefit B𝑐 of a candidate 𝑐 for a given workload𝑄 if we have
already selected candidates 𝐶?” [63].

6or saved eq-nodes, because we can read them instead of executing from scratch

IP.There are also approaches inwhich the problemof node selection
and re-use is reduced to an Integer Programming problem [60].
This is a simple way to obtain an exact solution for the selection
problem (provided accurate estimates are available), from which it
is also easy to compute the benefit B𝑐 of each candidate 𝑐 . Indeed,
it can be obtained as the difference between the execution time of
𝑐 and the time of its reuse, multiplied by the number of uses of 𝑐
in the optimal solution. We note however that computing an exact
solution to an IP problem to obtain benefits makes little sense for the
following reasons. First, if an optimal solution is found, then then
benefits are not needed anymore. Second, in order to formulate
the selection problem as an IP, one needs to introduce a large
number of additional variables, which would make solution search
prohibitively long. Instead, one can first fix a set of candidates𝐶 , and
then solve simpler problems of finding the optimal way to use them
independently, for each query 𝑞 from a workload. These subtasks
can be solved in parallel giving an approximation of benefits. In
Section 5.4.2 we discuss several possible ways to implement this
idea.

4.3 Dealing with Constraints
Specialized Solutions. Recall that the constraint in CSP is given
as

∑
𝑐∈𝐶 𝑒𝑐 (𝐶) ≤ 𝐸 and in some cases the expense function 𝑒𝑐 (·)

may be non-linear. That is, for 𝐶 = 𝐶1 ⊔𝐶2 it holds in general that∑︁
𝑐∈𝐶

𝑒𝑐 (𝐶) ≠
∑︁

𝑐1∈𝐶1

𝑒𝑐1 (𝐶1) +
∑︁

𝑐2∈𝐶2

𝑒𝑐2 (𝐶2).

This poses challenges to selection algorithms: for example, a greedy
algorithm can no longer guarantee any % of accuracy, in contrast
to the case of space constraints. In part, this can be overcome by
specialized solutions. For example, in [22] Gupta et al. made a
theoretical analysis of the behavior of the greedy algorithm and
proposed to use special inverted set tree structures to achieve the
desired accuracy of 63%. However, the complexity of this solution
is exponential in general.
Penalization. Even simple constraints with constant 𝑒𝑐 can pose
difficulties. For example, in randomized and genetic algorithms,
the set of candidates is built iteratively, and at each step the action
to be taken for a candidate 𝑐 must depend on its benefit B𝑐 . The
problem here is two-fold. First, the benefit takes into account
neither the expense of the candidate, nor the remaining budget.
Second, situations, inwhich a constraint is violated,must be handled
accordingly. Simply avoiding such situations may result in a poor
strategy. Indeed, the path which goes only through admissible
solutions from the current solution to a good local optimum may
either not exist or be very long. To address this, a penalization
approach has been proposed [36], which tries to account for the
presence of a constraint in the form of some penalty (regularizer).
The simplest way to implement this is the substract mode. The idea
is to use the penalty function 𝜙 (𝐶) = max(0,∑𝑐 𝑒𝑐 (𝐶) − 𝐸) and
compute the benefit as 𝔅′ (𝐶) = 𝔅(𝐶) − 𝑟 · 𝜙 (𝐶), where 𝑟 is some
regularization coefficient. The value of 𝑟 affects “how much we
don’t want to violate the condition

∑
𝑐∈𝐶 𝑒𝑐 (𝐶) ≤ 𝐸”. Important

is to choose the right coefficient 𝑟 , because if it is chosen badly,
the algorithm will tend to “non-violation of constraints” instead
of optimization. This can be avoided by measuring everything
in the same units. For example, in VSP, if we know the rates of
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computational resources at runtime, as well as the price per unit
of disk space, we can express everything in money and maximize
the total profit [63]. This makes sense, because there is no problem
with disk space and memory availability nowadays, the only issue
is payback.
Stochastic Solutions. If a selection algorithm uses benefits only to
compare candidates (as in the local search algorithms), we can use
stochastic ranking instead of penalization [36]. In short, the idea is
to employ a comparison that favors more cheap candidates with
probability 1 − 𝑝 with no regard to their benefits [50].

5 SELECTION ALGORITHMS
Weanalyse in detail the techniques sketched in the previous sections,
we provide a modern classification of the selection algorithms
employing these techniques, and discuss the main trends in the
development of such algorithms. Our exposition is primarily based
on an analysis of view selection algorithms, with the emphasis on
the techniques that can be reused for solving various instances of
the Candidate Selection Problem in Multi-Query Optimization.

5.1 Exhaustive Search
Assume a workload 𝑄 consists of queries that involve joins over
different subsets of tables {𝑇𝑗 }𝑛𝑗=1. Then, in the worst case, the
size of the search space (the number of candidates among which it
makes sense to look for a solution) is 2𝑛 (the number of all possible
joins). As the benefit B𝑐 of an individual candidate non-linearly
depends on the set of selected candidates 𝐶 , a naive search for an
optimal selection would have to enumerate all possible subsets of
𝐶 , which is already of double exponential size 22

𝑛
. This kind of

algorithm was proposed in [47], but its complexity is prohibitive
for the size of modern databases.

5.2 Heuristics
5.2.1 Optimizations of Greedy Algorithm. In many scenar-
ios, it suffices just to compute a good enough solution within a
constrained time budget. To implement this, one can search for
a solution only in a certain subexpression space. For this, plenty
of heuristics has been proposed which aim at selecting the most
useful candidates [30]:

(1) Topk-freq: selecting the most common candidates
(2) Topk-utility: selecting candidates with the maximal bene-

fit they can provide for an individual query
(3) Topk-TotalUtility: selecting candidates with the highest

total benefit for entire workload
(4) Topk-NormTotalUtility: selecting candidates with the

highest specific total benefit for entire workload per space
unit

These heuristics do not take the non-linearity of benefit into account
and thus, they can give poor solutions.

The paper [25] addresses this shortcoming. The authors propose
a greedy algorithm in which, at every step, the currently selected
set of candidates 𝐶 is expanded with a candidate 𝑐 , which gives
the largest total benefit 𝔅(𝐶 ∪ 𝑐). It was proved in [33] that this
algorithm guarantees the accuracy of at least (1 − 1

𝑒𝑥𝑝 ) = 63%,
and no polynomial time algorithm can do better. We note however

that the constraint considered in [25] is the number of selected
candidates, not the space they occupy.

Gupta et. al in [20] adopted a similar idea for the case of the
space constraint. They proposed to measure the benefit change,
when a candidate 𝑐 is added, per the unit of space it occupies:

𝑏𝑐 (𝐶) :=
𝔅(𝐶 ∪ 𝑐) −𝔅(𝐶)
E(𝐶 ∪ 𝑐) − E(𝐶) ,

They proposed an algorithm for the OR-DAG and AND-DAG
frameworks which in both cases provided the accuracy guarantee
of 63%. For the general AND-OR-DAG framework, the authors
proposed aAO-Greedy algorithmwhich is in fact a greedy algorithm
over specially defined intersection graph structures. The size of this
structure is exponential in general, so the proposed algorithm is no
longer polynomial in the size of the expression forest.

For the setting when indexes are selected together with views,
Gupta et al. proposed an inner-level greedy algorithm. The option
of selecting indexes breaks the monotonicity property, because one
can not use an index if the corresponding data is not selected (see
Example 4.1), and as a consequence, the benefit of this index is zero.
The inner-level greedy algorithm guarantees a 47% accuracy in
OR/AND-DAG frameworks and it is based roughly on the following
idea. At each iteration, the algorithm first searches for a view which
has the highest benefit along with its best indices. Then the set
of candidates 𝐶 is extended either by this view and its indices, or
by one new index (probably, for another view) having the highest
benefit. This procedure allows one to avoid the following problem:
if a view is useful only with an index, then it can not be selected by
the basic greedy algorithms. Indeed, the index will not be selected,
because without the view its benefit is 0, and the view is not
is selected because without an index its benefit insufficient. To
adapt their method to the AND-OR-DAG framework, the authors
proposed a generalization in the form of a r-level greedy algorithm,
which is able to guarantee a certain % of accuracy in situations
with more complex dependencies in benefit.

For the setting with the maintenance constraint in the OR-DAG
framework, the authors proposed to use an inverted-tree set structure
to regain the monotonicity property. An estimate of 63% accuracy
for a greedy algorithm using this set structure is guaranteed, but
the number of these sets is exponential in the worst case.

In [44] two optimizations of the greedy approach were proposed
by taking into account the tree structure in benefit computation.
Since at each step the greedy algorithm searches for the best
candidate 𝑐 to expand 𝐶 with, one needs to frequently evaluate
the total benefit of sets that differ just in a single element. Since
the benefit of the nodes is often computed by tree traversal, one
can cache benefits for nodes and recompute them only when the
choice of a new candidate 𝑐 has an impact on them. Along with
this technique, the authors proposed a coarse heuristic that assumes
that the node benefit can only decrease7. With this heuristic, if
the nodes are stored in the descending order of (the previously
computed) benefits, then iteration over all candidate nodes outside
of 𝐶 can often be avoided in finding the best next candidate to
expand 𝐶 .

7this is not true in general, since there is also a non-linear update time 𝑙𝑐 component
in the overall execution time, which may decrease as new candidates are added
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5.2.2 Candidate Space Reduction. Clearly, the running time of
a selection algorithm depends not only on the selection procedure
itself, but also on the size of the search space. Several approaches
to reduce the search space have been proposed in the literature. In
[3], each individual query plan is traversed in the level-order, and
only vertices from the level that gives the highest benefit are taken
into the candidate space C. This also allows one to get rid of the
complex dependencies in benefits and expenses as it is guaranteed
that the parents and children of the candidates will not be selected.

In [1], the authors suggested to consider only those candidates
which refer to the “most interesting” tables. A table𝑇1 is considered
to be more interesting than a table 𝑇2 if the total execution time
of queries touching 𝑇1 is higher than that of queries related to 𝑇2.
Based on the selected set of tables, the authors define the candidate
space according to the following idea: “if a candidate is not in the
optimal plan of any of the queries, it is unlikely to be useful”. For each
query 𝑞 from a given workload they define a candidate space C𝑞 as
the union of all subsets of the most interesting tables touched by
𝑞 (the authors also analyzed conditions in queries and formulated
conditions for grouping or selection over joins of interesting tables).
Then, with the help of a greedy(m, k) algorithm8 they select from
them the most interesting candidates 𝐶𝑞 for each query 𝑞. The
candidate space C for the selection problem is defined as the union
of all these interesting candidates.

In this approach, the selection of the candidate space is based on
optimizing queries individually. Therefore, the authors introduced
aMergeViewPair algorithm to take into account the nature of MQO.
The algorithm iteratively merges pairs of candidates 𝑐1, 𝑐2 into a
single candidate 𝑐 , while a) preserving the possibility of using 𝑐

instead of 𝑐1 and 𝑐2, and b) guaranteeing a small computational
overhead of using 𝑐 instead of 𝑐1 and 𝑐2. It is worth noting that
using 𝑐 is often slightly more expensive, since it contains data from
(at least) both 𝑐1 and 𝑐2. But the number of situations in which 𝑐

can be reused is much larger, which is important for optimization
of the entire workload (Example 4.2 illustrates this technique). At
the final stage, greedy(m, k) selection algorithm is applied to the
candidate set C obtained by merging.

Gupta et al. [22] proposed a slightly different approach based
on the following idea: instead of reducing the entire search space
apriori, we can avoid exploring those parts of the space where
there is definitely no better solution. To implement this, the authors
adapted the ideas of𝐴∗ algorithm [46]. They considered the situation
when all eq-nodes of the expression forest must be computed
(C = 𝑄). Their 𝐴∗-like algorithm looks as follows. The search
space is represented as a search tree, with vertices 𝑣 = ⟨𝐶,C𝑠𝑒𝑒𝑛⟩
representing information about visited candidates C𝑠𝑒𝑒𝑛 ⊆ C
and selected ones 𝐶 ⊆ C𝑠𝑒𝑒𝑛 . There is an edge 𝑣 → 𝑣 ′ if the
vertex 𝑣 ′ is obtained from 𝑣 by adding a candidate 𝑐 , i.e., 𝑣 ′ =

⟨𝐶 ⊔ {𝑐},C𝑠𝑒𝑒𝑛 ⊔ {𝑐}⟩ or 𝑣 ′ = ⟨𝐶,C𝑠𝑒𝑒𝑛 ⊔ {𝑐}⟩. The goal is to reach
a vertex 𝑣∗ = ⟨𝐶∗,C⟩ in which the selected set of candidates 𝐶∗

gives the minimal time of executing the workload.
The algorithm tries to find this vertex by exploring the search

tree only in the most promising directions. To do this, it assigns to
each vertex 𝑣 = ⟨𝐶,C𝑠𝑒𝑒𝑛⟩ an estimate of the minimum time of

8greedy(m, k) algorithm first searches exhaustively for a subset of good 𝑘 elements
and then it expands this set in a greedy manner

executing the entire workload C, provided we saved only 𝐶 for
the execution of C𝑠𝑒𝑒𝑛 . The principal problem is to get an accurate
estimation, because it directly influences the extent to which the
search space is reduced. This problem can be solved as follows.
Assume the optimal way to expand the current set of selected
candidates 𝐶 is 𝐶′ ⊆ C \ C𝑠𝑒𝑒𝑛 . Then, by taking into account the
additivity of the execution time, the best execution time for the
workload achievable from the current vertex 𝑣 can be decomposed:

𝑇𝐶⊔𝐶′ (C) = 𝑇𝐶⊔𝐶′ (C𝑠𝑒𝑒𝑛) +𝑇𝐶⊔𝐶′ (C \ C𝑠𝑒𝑒𝑛) .

The key point of the algorithm is the traversal of vertices 𝑐 ∈ C
in a topological order, which guarantees that the execution time of
queries from C𝑠𝑒𝑒𝑛 remains unchanged under future extensions of
𝐶 , i.e. 𝑇𝐶⊔𝐶′ (C𝑠𝑒𝑒𝑛) = 𝑇𝐶 (C𝑠𝑒𝑒𝑛) (the reason for this is explained
in Section 4.2). Then instead of estimating the value 𝑇𝐶⊔𝐶′ (C) we
can compute the lower estimate ℎ̂(𝐶) of a simpler value which is
the execution time of the rest of the workload C \C𝑠𝑒𝑒𝑛 . To do this
the authors use a separate greedy algorithm (see [22] for details).
At each iteration, the 𝐴∗-like algorithm selects a vertex for which
the predicted execution time ℎ̂(𝐶) + 𝑇𝐶 (C𝑠𝑒𝑒𝑛) is minimal. This
significantly reduces the search space in practice. The algorithm
returns the exact solution, but in the worst case it has to explore
the entire graph of size exponential in C.

Labio et al. [35] employed similar ideas in a slightly different
scenario. They considered a setting in which already materialized
views 𝑄 need to be updated efficiently. One way to achieve this is
to spend some resources on materialization of new computations
which speed-up updates of 𝑄 . The problem can be formulated in
terms of the Candidate Selection Problem as follows. For a given
workload 𝑄 (queries that describe already materialized views),
select a set of candidates 𝐶 from an appropriate candidate space
C such that a) the total update time for 𝑄 with 𝐶 is minimal and
b) 𝑄 ⊆ 𝐶 . The latter requirement is important, since the views
𝑄 are already materialized 𝑄 and we have to spend resources on
updating them. The authors adapted 𝐴∗ algorithm for this scenario.
In this setting, for vertices ⟨𝐶,C𝑠𝑒𝑒𝑛⟩, it is required to estimate the
minimum time of the total update after expanding 𝐶 with a set 𝐶′

provided 𝑄 ⊆ (𝐶′ ⊔𝐶). The total update cost (UC) can obviously
be divided into two parts:

𝑈𝐶𝐶′⊔𝐶 (𝐶 ⊔𝐶′) = 𝑈𝐶𝐶′⊔𝐶 (𝐶) +𝑈𝐶𝐶′⊔𝐶 (𝐶′) .

If the vertices are traversed in the topological order then the
dependence of 𝑈𝐶𝐶′⊔𝐶 (𝐶) on 𝐶′ can be avoided. The remaining
update cost 𝑈𝐶𝐶′⊔𝐶 (𝐶′) can be estimated by a separate greedy
algorithm. In practice, with this approach the authors obtained a 4
orders of magnitude reduction of the search space.

5.2.3 Design of Candidate Space. Heuristic approaches are also
used for a targeted design of a candidate space which should contain
a high quality solution. For example, in [61] a method to build an
expression forest F takes into account the fact that individually
optimal plans may not contain the most useful computations for
executing a given workload 𝑄 . First, an optimal plan P({𝑞}) is
built for every query 𝑞 ∈ 𝑄 . Then the selection and projection
operations are pushed up in expression trees, which makes the
candidates larger and hence, implies potentially more savings from
their re-use. Next, the resulting plans P′ ({𝑞}) are merged into a
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forest F in a cost-based manner. Finally, all the select and project
operations in F are pushed down9, and еру greedy algorithm is
run.

In [49], two more algorithms to design expression trees are
proposed. In the first one, Volcano-SH (SHared), individually optimal
plans are first built independently and then the techniques of
computation sharing described in Section 4.1 are applied. In the
second one, Volcano-RU (ReUse), plans are built sequentially. This
makes possible to figure out which nodes belong to optimal plans
for other queries. The execution time for these nodes is deliberately
underestimated, so that they are more often found in optimal plans
for other queries. Because of this the resulting expression tree has
more common nodes and provides options for their reuse. Node
benefits are computed in a special way. To calculate the benefit of
reusing a candidate 𝑐 one needs to know a) the time of computing 𝑐
and b) the frequency 𝑛𝑢𝑚_𝑢𝑠𝑒𝑠 (𝑐) of using 𝑐 . Therefore, the benefit
depends on both the children and parents of a candidate node.
The first dependency is eliminated by traversing vertices in the
topological order and the second one by heuristically estimating
𝑛𝑢𝑚_𝑢𝑠𝑒𝑠 (𝑐) by the number of ancestors of 𝑐: 𝑛𝑢𝑚_𝑢𝑠𝑒𝑠 (𝑐) ≥
#𝑎𝑛𝑐𝑒𝑠𝑡𝑜𝑟𝑠 (𝑐) 10. This approach allows for quickly and accurately
estimating the benefit.

5.3 Randomized Algorithms
As we can see, all known heuristic methods are either rather time
consuming (𝐴∗ algorithm) or they return an approximate solution
(by greedy algorithms). We now consider randomized algorithms
which provide an efficient alternative to heuristic ones.

5.3.1 Random Sampling. In [32], several randomized algo-
rithms for solving VSP were proposed. The authors used the Data
Cube framework, in which the search space is represented by bit
strings of length equal to the number of nodes in the cube. Each
bit indicates whether the corresponding candidate is selected. One
of the simplest algorithms considered in [32] is Random Sampling
which looks as follows: a) randomly sample a bit string b) check
whether all constraints are satisfied, and c) estimate the benefit. The
solution that satisfies the constraints and has the highest benefit is
returned as the answer. The algorithm can be a solution of choice
in scenarios when the computation budget is very limited [15].

5.3.2 Local Search. In the same paper the authors proposed
more involved Iterative Improvement (abbreviated as II) and Simu-
lated Annealing (SA) algorithms. To explain the main ideas behind
themwe need to define the notion of neighborhood of two solutions.
Let us introduce three types of actions: 1) select new candidate,
2) replace one candidate with another one, 3) remove candidate.
Two solutions are called neighbors if one of them can be obtained
from another by a single action. II algorithm implements random
transitions only to neighbors𝐶′ with a higher benefit𝔅(𝐶′). In SA
algorithm, a (random) transition to neighbors with a lower benefit
is possible, but the probability of such a transition is the less the
smaller the benefit of the neighbor is. The intuition behind this
is as follows: local optima may well be connected by a short path

9this is a standard technique for reducing the size of processed data
10this holds, because the framework considered does not reflect alternative computation
paths, so there is no way to avoid computing a child when executing an ancestor

via candidates with a smaller benefit, but frequent transitions to
less useful solutions make the search longer. As II algorithm makes
transitions only to useful neighbors, it converges to good solutions
rather quickly, although it may get stuck in isolated regions. In turn,
the quality of solutions obtained by SA is higher. To combine the
advantages of both algorithms, a Two-Phase Optimization procedure
(2PO) is employed, which was previously proposed in [29]. By using
II algorithm, 2PO first converges to an area of potential interest
and then explores it a more detail by SA algorithm.

In [12], an algorithm based on Simulated Annealing is proposed.
In this work, solutions are considered to be neighbors if their
representation strings differ only at one position. The algorithm
is rather simply adapted to a parallel computing scenario [13], in
which communication between processes is not required when
moving to neighbors: several SA procedures are run independently
and the best solution they find is returned as the final answer.

5.3.3 Genetic Algorithm. The genetic algorithm is a well-
known approach to solve NP-hard problems; it is based on a
search procedure inspired by the principles of natural selection and
genetics. The search is carried out by an iterative improvement of
generations, each of which is represented by a population. From
each generation, with the help of mutations and crossovers, a new
generation is created, from which the best individuals are selected.
The principle step here is to present candidates as a population. To
both a) reflect the existence of multiple individual query plans and
b) represent the entire set of candidates, Horng et al. [26] propose
the following schema. By using a special query-plan string (qps),
they record which execution plans for queries are selected, and
concatenate it with a view string (vs), which represents selected
candidates. Mutation is implemented by changing the value in a
random position in the string, while the crossover is implemented
as a cut-and-swap operation separately on 𝑣𝑠 and 𝑞𝑝𝑠 . To keep the
population size limited, a random number of the best candidates
is kept according to their benefits. Also, at each iteration, the
candidates are improved via local search, i.e., in fact, the proposed
procedure refers to the class of Genetic Local search algorithms [34].

In the above presented schema, as in most evolutionary algo-
rithms, candidates are compared based on their benefit. But if the
optimization problem includes a space constraint then it must also
be taken into account. Indeed, if one candidate has a slightly less
benefit than another one, but implies a significantly less expense,
then it might be worth selecting it. In [36], the authors suggested to
use the technique of penalty functions, which allows for a) choosing
cheaper candidates from those having the same benefit and b) skip
solutions that violate constraints. This approach helps to reduce the
length of the shortest path to the optimum and to avoid complex
search landscapes where valid regions are separated by invalid ones.

An alternative approach is randomized stochastic ranking, in
which candidates are compared with probability 𝑝 by their benefit,
and with probability 1 − 𝑝 by the size of the remaining expense
budget. In [62] Yu et al. proposed an evolutionary algorithm which
generalizes the selection step. Population selection is implemented
similar to the bubble sort, where stochastic comparison is used
instead of the standard comparison. Sorting ends if no permutations
occurred at the iteration. After this, the first 𝑘 individuals are
selected as the result.
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5.4 Hybrid algorithms
Onemore important step in the development of selection algorithms
was made by hybrid approaches which compensate for weak points
of some methods with the advantages of the others.

5.4.1 Early Approaches. One of the first ideas in this direction
is proposed in [65]. The authors consider a setting in which a query
has several plans, and their algorithm has two stages. The first stage
is to select a plan for every query and build an expression forest F
over them. The second stage is to select candidates from F . At each
of these stages, two basic algorithms are applied: a greedy [20, 61]
and an evolutionary [26] one. The authors tried 4 combinations of
algorithms in total. In experiments they came to the conclusion that
going beyond individually optimal plans for queries can greatly
improve the quality of obtained solutions. Also, the most accurate
solution was obtained when the problem at level 2 was solved
by an evolutionary algorithm. This confirms the hypothesis that
correctly estimated benefits are essential for making good selection,
because evolutionary algorithms do not rely on greedy heuristics
and provides more accurate benefit estimates.

In [68], the authors combine the ideas of greedy and randomized
approaches for efficient selection of views together with indexes. At
the first step, similarly to the techniques described in Section 5.2.3,
they expand the candidate space by finding common subexpressions
and compensations (see Example 4.2). Benefits are calculated by
using the optimizer’s ’what-if’ mode (see Section 4.2). Based on
the obtained values, a greedy algorithm is applied which has the
property that in case an index is selected at some iteration, the
algorithm tries to select the corresponding view simultaneously
(provided there is enough space). Then an iterative improvement
is performed for the solution obtained by the greedy algorithm,
which randomly picks several unselected candidates instead of
selected ones. This allows for compensating the non-optimality of
the greedy algorithm.

5.4.2 Modern Approaches. In [31], the View Selection Problem
is considered in a practical DBaaS scenario. The authors note that
% of common computations between queries from real workloads
is typically quite large, while savings from their reuse can be as
high as 40% (of the available computing resources). By using the
recurrent nature of queries in their scenario, the authors manage to
overcome two problems at once. First, to deal with inaccurate cost
estimates from the optimizer the authors propose to use statistics
on previously executed queries. This is known in the literature as
feedback loop technique. Secondly, they implement view selection in
an online scenario (i.e., when the workload is not known in advance)
by using information about the workload observed in the past and
by assuming that queries in the future will be similar. To quickly
search for relevant statistics and check for useful materialized views,
they employ so-called signature technique that takes into account
the recurrent nature of queries and is used as an efficient search
filter. The authors also take into account that queries are executed
in parallel and therefore, decisions on the materialization of views
are also made in parallel. As a consequence, the same view can be
created multiple times, which wastes both memory and time. To
deal with this, the authors propose a special early materialization
technique. In short, the idea is to: a) not to materialize the same

computation multiple times, b) make the materialized computation
available for reuse until the complete execution of the query that
triggered its materialization. Even if the triggering query is rolled
back, the materialized view remains available for reuse.

In [30], a number of novel ideas on the selection procedure was
proposed by the authors in BigSub solution. In their approach,
selection is initially formulated as a ILP problem. However, in order
to model the non-linear behavior of functions, one has to introduce
a large number of variables, which makes the resulting ILP problem
infeasible. The main idea of BigSub is to use an iterative algorithm
which allows for splitting the original problem into a big number
of independent subtasks. The decision which candidates should
be selected at each iteration is made by a random 𝑓 𝑙𝑖𝑝 function.
After a set of candidates is fixed the optimal ways to use them are
decided independently for each of the queries by using solutions to
ILP subtasks. Based on the estimated benefit for selected candidates
the distribution of the 𝑓 𝑙𝑖𝑝 function is changed and then the next
iteration is performed. To optimize the solution of ILP subtasks, a
number of heuristics are proposed for reducing the search space
and changing strategies depending on the workload. By using the
idea of problem decomposition and by employing a vertex-centric
graph processing model (like Giraph [39] or GraphLab in [37]), the
authors managed to cope with the size of the original problem,
which was beyond the capacity of the reference ILP solver Gurobi
[23].

The state-of-the-art solution to VSP is given by RLView algo-
rithm from [63] which extends the BigSub approach by replacing
the procedures of random flipping and benefit estimation with ML
algorithms. This work is not limited to the online scenario and
assumes that there is enough budget to factorize workload subex-
pressions into semantic equivalence classes (e.g., by using Equitas
equivalence checker [67]), which provide a fairly rich candidate
space. Then in each equivalence class, the cheapest representative
is chosen, which significantly reduces the set of candidates. The
authors approach the problem of inaccurate predictions of the
optimizer by using aWide-Deep model, which is a neural network
capable of modeling both linear and highly non-linear dependen-
cies of the execution time on input parameters [6]. The model is
trained on collected statistics, which is similar to the feedback loop
technique [42, 53]. Various ways of encoding strings, keywords,
and table schemas in queries are employed, over which recurrent
LSTM networks [17] are run to capture the overall structure of
the query. The constraints in the selection problem are taken into
account in the form of a regularizer. The regularization coefficient
is defined by converting everything into a universal measure unit
(money).

The intuition behind the RLView approach can be explained as
follows. In fact, “BigSub has no memorization ability and it does not
converge to a global optimal solution, because there is no information
sharing between different iterations”. Therefore, inspired by the
success of Reinforcement Learning [55], the authors essentially
proposed a randomized (but informed) search procedure based on
a Markov Decision Process (MDP). Typically, a MDP is defined
by 4 parameters: a state space 𝑆 , an action space 𝐴, a distribution
𝑃𝑎 (𝑠, 𝑠′) of the probability of transition between states 𝑠 and 𝑠′ by an
action 𝑎, and a distribution 𝑅𝑎 (𝑠, 𝑠′) of reward 𝑟 when moving from
state 𝑠 to 𝑠′ by 𝑎. The task is to find a strategy 𝜋 : 𝑆 ×𝐴 → {0, 1}
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which gives, on average, the highest total reward. The fundamental
difference from BigSub is that this model of the flip function a) takes
into account the current state of 𝑠 and b) learns over time. In RLView
algorithm, a state 𝑠 is a set of selected candidates and a description
of how to use them, an action 𝑎 means change in the decision on the
selection of a candidate, and a reward 𝑟 reflects the change in the
total benefit due to an action. The optimal view selection strategy
is searched by using Q-Learning [58]. In particular, the authors
build a neural network DQN [45, 57], which is trained to predict
the potential benefit from each of the actions in a given state. In
experiments, the authors established 3 SotA results on different
datasets and also confirmed the hypothesis that the accuracy of
estimated benefits plays one of the key roles in solving the selection
problem. Both RLView and BigSub demonstrated best results when
using a predictive model instead of optimizer estimates.

5.5 Summary on Algorithms
As we have shown in this section, the algorithms for solving
the selection problem can be roughly divided into three classes.
Heuristic algorithms, based on intuitive assumptions for estimating
the benefit of candidates and reducing the candidate space, aim at
providing fast approximate solutions. However, the efficiency of
these algorithms strongly depends on the size of the input data,
which makes them problematic for high dimensions. Randomized
algorithms try to overcome this limitation by offering a trade-off
between the accuracy and speed of computations, but they provide
no guarantees on the quality of obtained solutions. Recent advances
in solving the Selection Problem have been made with hybrid
solutions that utilize the strengths of approaches from different
domains, including Machine Learning.

We conclude that there is a number of similar points in these
algorithms and we summarize the most important of them below.
The choice of candidate space. The quality of obtained solutions
strongly depends on the space of candidates. To obtain a good
candidate space one can use plan building strategies, plan merg-
ing techniques, and methods for finding common subexpressions
(Sections 5.2.3 and 5.4.1). It is also possible to use space reduction
methods, which provide more flexibility in building an efficient
selection algorithm (Section 5.2.2).
Tree structure of candidates. In selection problems, candidates
are typically tree nodes while benefits are given as weights of
lightest computation paths. Relationships between candidates and
the way benefits / expenses are computed can greatly reduce the
search space and speed up algorithms (Section 5.2.2).
Dependence on accurate cost estimates. Several implementa-
tions have confirmed the intuitively clear fact that the quality of
solutions obtained by selection algorithms strongly depends on the
accuracy of benefit estimates for candidates (Sections 5.4.1 and 5.4.2).
Recent advances in solving the View Selection Problem are due to
approaches which do not rely on DB optimizer. Modern algorithms
employ history-based (feedback loop) techniques and ML based
prediction models.
Modularity of solutions and the use of ML. There is a gen-
eral trend of developing modular solutions which compromise
between advantages and disadvantages of several types of algo-
rithms (Sections 5.3.2 and 5.4.2). Since the dependencies between
objects involved in the Selection Problem are highly complex, it

is hard to model them explicitly. However, a large amount of data
describing these dependencies is available. Given the fact that ML
is an excellent tool for discovering complex patterns in data, it
is natural to believe that ML will be used extensively in selection
algorithms.

6 CHALLENGES AND OPEN PROBLEMS
6.1 Design of Candidates
Candidate Space. Whatever the selection algorithm is, to find
a good solution, it must be at least be contained in the chosen
candidate space. The question of choosing the right space is highly
non-trivial. It has been shown in [7] that an optimal solution can
not be found if one builds a candidate space upon subexpressions
of queries. On the other hand, it is impractical to work with large
subexpression spaces. Hence, it is necessary to study ways how
to constrain the candidate space while providing guarantees on the
quality of contained solutions. Heuristic approaches have been
already attempted for this purpose (Section 5.2.2), but we believe
that there is much room for new results and advanced techniques
in this area.
Computational Complexity. The formal complexity analysis has
made a significant contribution to the development of selection
algorithms (Section 4.3). Based on the state-of-the-art results we
believe that it is worthwhile to study the approximability of the
Selection Problem for AND-OR-DAGs. Understanding this issuewill
facilitate building efficient selection algorithms for this expressive
representation framework. The computational complexity is also
worth investigating for AND-DAG and Data Cube frameworks,
since for these representations the (non-)existence of an exact
polynomial solution [22, 33] has not been yet established. There are
also hopes for positive computational results on the little explored
classes of binary AND-OR-DAGs.

6.2 Benefit estimation
Model architecture.Correctly estimating the benefit of candidates
is an important part in solving the Selection Problem (Section
5.4). One way to obtain accurate estimates is to build a special
benefit prediction model. We noted that using the tree structure
of queries allows for designing more optimal selection algorithms
(Section 5.2), and we believe this knowledge should be employed in
prediction models as well. While searching for new architectures,
it is also worth adopting similar solutions from other fields, among
which we highlight Tree Convolution networks [56] and TreeLSTM
modification of recurrent neural networks [56].
Encoding. To built a vectorized representation of a query, it is
important to correctly encode its keywords and (sub)expressions.
In [42], a special encoding technique similar to word2vec [43] was
proposed which allows for encoding more information and signifi-
cantly improves prediction accuracy. State-of-the-art techniques
for encoding plans in prediction models typically use one-hot en-
coding and linear transformations, which leaves space for advanced
encoding techniques.

6.3 Diverse Scenarios
Dynamic. The algorithms considered in this paper use an implicit
assumption that candidates persist until the entire given workload
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is executed. But if a candidate is found to be useful for executing
only a part of the workload, it can be replaced at some point [19, 64].
Controlling the order of query execution and dynamically changing
the set of selected candidates can significantly increase the overall
performance. We think that this feature should become a part of
modern selection algorithms.
Distributed. Due to the trend towards scalable computing systems,
in order to develop efficient solutions to the Selection Problem, it
is necessary to take into account data location in benefit modeling,
similar to the ideas from [5].
Partial Selection. In some situations one can partially save a
candidate, for example, to keep only its most frequently requested
part. Then, in processing a query, most of the data can be retrieved
by reusing the candidate, while the rest of the data can be computed
from base relations [38]. A similar approach was implemented by
using hotspot tables in paper [66]. We think that these techniques
should be further developed, since they allow for reducing the size
of candidates to store, thus avoiding expensive disk reads.

6.4 Unified Selection Framework
Interconnections of Problems. The common nature of selection
tasks in different domains suggests reuse of ideas. We see that the
idea of storing frequent objects from classical caching is adopted in
View Selection [10] and Index Selection [51]. Reuse of techniques
can also be observed in the combined index and view selection
algorithms (Sections 5.4.1, 5.2.1). We believe there is a strong
potential in such approaches. For example, we noticed the non-
linear cost of saving in plan caching (see Example 3.6), which leads
to the idea to more efficiently store plans and reuse techniques for
the maintenance constraint from the field of View Selection.
Evaluation Platform.With the potential of reuse of techniques
between different approaches, we see a great benefit in creating a
universal platform for evaluating pros and cons of different selection
algorithms. In this paper, we are taking the first step in this direction
by proposing a general Candidate Selection framework. We face
however a number of technical challenges on this way, including
platform-dependence and closed code of some implementations, as
well as the lack of custom benchmarks.

7 CONCLUSION
In this paper, we highlighted the cross-domain nature of selection
algorithms and proposed the framework of Candidate Selection for
re-use of these algorithms. The framework covers many aspects of
Multi-Query Optimization, ranging from View Selection and Index
Selection to Query / Plan Caching. We provided a deep analysis of
selection problems in different domains and techniques to address
them. We offered a modern classification of selection algorithms,
we formulated open issues and challenges and suggested promising
directions for future research.
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